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Abstract—Clock (or time) synchronization is essential for many
applications in the Industrial Internet of Things (IIoT). Hence,
it is a vital research field and important field of standardization
ambitions. The most accurate protocols like PTP and gPTP
need specialized hardware to reach their maximum precision.
Without this hardware, they cannot compensate massive packet
delays. It was shown that approaches based on linear pro-
gramming (LP) can mitigate this problem. However, changes
in the clock frequency lead to nonlinear clocks, which are not
well compensated by LP-based approaches. As a consequence,
we propose the SLMT approach that uses LP, multicasts, and
temperature compensation for time synchronization. To the best
of our knowledge, SLMT is the first synchronization approach
that combines LP and one-way exchange or multicasts, respec-
tively. Consequently, it is efficient regarding the number of
messages. Furthermore, to the best of our knowledge, SLMT
is the first synchronization approach that combines LP with a
temperature compensation in order to mitigate LP’s conceptual
drawback with nonlinear clocks. In an extensive evaluation and
comparison to many state-of-the-art approaches, we show that
SLMT outperforms these approaches, especially under harsh
conditions like rapid temperature changes and unknown non-
negligible network delays.

I. INTRODUCTION

The term clock (or time) synchronization refers to providing
a common time base to devices, e.g., in a distributed system.
This is an essential prerequisite for coordinated activities like
networked control loops or distributed sensing, that are typical
for Industrial Internet of Things (IIoT) scenarios. Actually,
there is a vast number of clock synchronization applications
[1]. Hence, time synchronization is a vital research field
and there is a tremendous interest in the standardization of
synchronization protocols. Very common protocols are the
Network Time Protocol (NTP), Precision Time Protocol (PTP),
and generalized Precision Time Protocol (gPTP) as part of the
IEEE’s latest Time-Sensitive Networking (TSN) standards.

Generally, an approach synchronizes the time of a slave
device with a master (or reference) time. The two main
challenges in the clock synchronization domain are how to
compensate the inaccuracies of the slave clock and of the com-
munication channel, as both are not ideal in reality. Sources of
inaccuracies and nonlinearities of the slave clock are: quan-
tization, frequency changes (e.g., due to temperature effects
[1], [2]), random variations at each tick (jitter), random walk
of frequency (wander), and aging effects at long timescales.
Sources of inaccuracies and variations in the communication
channel are: variable network delays (e.g., due to queuing)

and variable processing delays in the software stacks. The
precision of a synchronization approach is the remaining time
difference that cannot be compensated by the synchronization.

In this paper, we propose a novel approach called time
synchronization using linear programming, multicasts, and
temperature compensation (SLMT). Compared to approaches
like PTP and gPTP, SLMT can achieve a very high precision
without using special switching hardware. SLMT does not
need hardware timestamps. However, it could use them, if they
are available. Moreover, the gPTP standard states that gPTP’s
precision is restricted to 7 hops. In contrast, our LP-based
approach is very suitable for large topologies with unknown
infrastructure (e.g., virtual private networks (VPNs) over the
Internet). Note that SLMT is a novel and holistic approach.
However, the idea of combining LP with temperature com-
pensation is also a valid extension of PTP (or PTP-LP [3],
respectively). 1

Possible applications of SLMT are, on the one hand, large
distributed measurement sites like the W7-X fusion experiment
[4]. Here, measurements should be timestamped as precisely
as possible. Moreover, the standard switching hardware should
be as simple as possible in order to reduce costs and improve
sustainability. On the other hand, VPNs over the Internet are a
possible application for SLMT, if different measurement sites
should be synchronized as precisely as possible.

In the following, we will describe the approach in a nutshell.
SLMT is composed of two phases. In the delay phase, LP
and two-way exchange of messages are used to estimate the
minimum delay between master and slave. The delay phase
has to be executed only once, if the network does not change.
In the sync phase, LP and multicast-based one-way exchange
of messages are used to synchronize master and slave. This
leads to a high efficiency in terms of the number of messages.
Therefore, SLMT is suitable even for very large networks. LP
exploits implicit constraints on the timestamps to improve the
clock parameter estimation. Thus, LP-based synchronization is
very robust against delay variations as shown in [3], [5]. Fur-
thermore, SLMT uses a temperature compensation to further
improve the precision of the LP. Note that it is beneficial to
decouple temperature compensation and LP, as temperature
and clock nonlinearities are highly correlated [2], [6] and

1A prototype implementation could use PTP’s message format, PTP’s
hardware timestamps, and a PTP software implementation (e.g., LinuxPTP
or PTPd) as starting point.
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temperature information are available on almost any device
[6].

The contributions of the paper are as follows:
• To the best of our knowledge, we propose the first

combination of LP and multicasts (or one-way exchange)
in a time synchronization approach.

• Moreover, to the best of our knowledge, we propose
the first combination of LP and temperature compensa-
tion for synchronization. This is important to mitigate
a conceptual drawback of LP: it cannot compensate for
nonlinearities of the slave clock, as LP estimates linear
functions. As a consequence, it is sufficient to provide
only one very stable temperature compensated oscillator
(that typically costs more than 100$) for the master and
use algorithmic temperature compensation for all slave
devices.

• Finally, we conduct an extensive evaluation using differ-
ent clock stabilities, network delay conditions, and several
state-of-the-art approaches for comparison.

II. RELATED WORK

In this paper, we focus on wired scenarios as safety is crucial
in the real-time IIoT, but it is still an open research question
for wireless technologies [7].

NTP is a synchronization protocol that is widely used in
the Internet. However, it is not suitable for real-time IIoT
applications, as it is software-only and its precision decreases,
if delay variations occur [5].

PTP commonly uses hardware timestamps to achieve a
high precision. However, it assumes the network delay to be
constant and symmetric. Therefore, delay variations reduce
its accuracy, as measured, e.g., in [8]. Such variations can
occur if switches do not have MAC layer support for PTP.
In our evaluation, we show that LP-based approaches can
handle these delay variations. It is possible to add additional
processing to the timestamps (e.g., exponential filtering) to
increase PTP’s delay robustness. Nevertheless, we show that
LP is even more robust. From PTP, the IEEE Time-Sensitive
Networking (TSN) group derived gPTP as TSN substandard.
In contrast to PTP, gPTP requires all switches to support
gPTP at the MAC layer. However, our LP-based approach can
compensate the network delay variations at the slave devices.
Therefore, we do not need specialized switching hardware.

In [9], the authors propose an approach combining PTP and
Kalman filtering (PTP-Kalman), in order to mitigate clock and
delay uncertainties. One drawback of PTP-Kalman is that the
uncertainties have to be known a priori for the adjustment
of the Kalman filter to ensure its precision and stability.
Moreover, Kalman filters are only optimal for Gaussian un-
certainties. These are major problems in realistic scenarios,
as the delay follows a self-similar behaviour [10] and clock
nonlinearities correlate with temperature [11].

PTP-LP [3] is an approach combining PTP and LP. In con-
trast to PTP-LP, SLMT supports multicasts for synchroniza-
tion that are more efficient. Moreover, SLMT’s temperature
compensation further improves the precision of the LP.

In [12], Yang et al. propose an approach based on an
interactive multi-model Kalman filter (IMM) to estimate the
clock skew (Yang10). An IMM consists of multiple Kalman
filters. Each filter uses a different system model to estimate
the skew. The IMM can determine the filter that fits to the
skew measurements adaptively. As an extension, they propose
EACS in [2] that additionally uses temperature information to
estimate the skew. Here, one filter uses a constant temperature
model (T = const) and the other one uses a constant temper-
ature change model (δT/δt = const). Similarly, two Kalman
filters estimate the skew, one uses a constant skew model
and the other one a constant skew change model. The IMM
chooses the model that most probably fits to the temperature.
This information is used to choose the corresponding filter to
estimate the skew. This approach works, as temperature and
skew are highly correlated according to [2], [6]. 2 Actually,
we combine Yang10 and EACS to an IMM-based temperature
compensation and use it in one version of SLMT. As shown
in our evaluation, SLMT outperforms Yang10 and EACS.

TCTS [6], [13] is computationally efficient and simple. It
measures (either offline or online) the skew for a certain tem-
perature and uses these measurements for skew compensation.
In a second version of SLMT, we apply TCTS for temperature
compensation and compare it with the IMM version.

HUYGENS [1] is an approach to achieve precise syn-
chronization without specialized hardware. It filters noisy
data and processes it using Support Vector Machines (SVM).
Thus, a major difference is that HUYGENS uses SVMs and
SLMT uses LP to estimate skews and offsets. However, in
contrast to SLMT, HUYGENS does not apply a temperature
compensation and assumes the clock to be piecewise linear.
This leads to errors, if high temperature gradients occur as in
[6].

The authors of [14] propose an approach for positioning in
5G networks that provides synchronization as a by-product.
They propose a combined estimation of time of arrival and
direction of arrival based on a cascaded structure of extended
Kalman filters (EKF). The calculations take place in the
network infrastructure. In contrast, SLMT’s estimations are
conducted on the slave devices and this decentralized approach
is more scalable. Furthermore, the EKF would struggle with
non-Gaussian delays in packet switched networks.

III. NOTATIONS

In this section, we define necessary terms like the master
(or reference) clock T (t) as a linear function as apparent from
Eq. 1. Note that T (t) is a perfect linear function with the slope
of 1 as we model all nonlinearities as part of slave clock C(t).
C(t) can also be modelled as a linear function having the
slope γ and the y-intercept θ(0) (Eq. 1), if its frequency is
stable. The time offset θ(t) is defined as difference between
T (t) and C(t) (Eq. 2). Here, γ equals to the quotient of the
clock frequency of the slave fslave and the clock frequency of
the master fmaster. Moreover, Γ is the frequency difference

2 [2] shows that using constant and constant change models is sufficient.
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between both, normalized by the master clock frequency, and
is referred to as frequency offset or skew (Eq. 3). We can
measure the skew using two offset measurements with a time
difference of ∆T .

T (t) = t, C(t) = γ · t+ θ(0) (1)
θ(t) = C(t)− T (t) (2)

γ =
fslave
fmaster

⇒ Γ = γ − 1 =
θ(t+ ∆T )− θ(t)

∆T
(3)

IV. THE SLMT APPROACH

In [2], [6], [12], it was shown that it is possible to com-
pensate temperature and skew. In [3], [5], it was shown that
LP can compensate the delay. The main idea of SLMT is to
combine both in one approach.

SLMT’s message flow has two phases (cf. Fig. 1). As the
network delay consists of a constant part (e.g., propagation
delay) and a probabilistic part (e.g., queuing delay), we
can estimate the constant part once (delay phase) and use
efficient multicasts for the actual synchronization (sync phase).
During the delay phase, the slave sends an initial message to
the master (forward path). The sending moment in time is
timestamped as C(T1) and the receiving moment in time is
timestamped as T2. On the reverse path from the master to the
slave, the sending moment in time is timestamped as T3 and
the receiving moment in time is timestamped as C(T4). Note
that C(T1) and C(T4) are taken with respect to the slave clock
and the actual times at the master T1 and T4 are unknown.
SLMT uses the knowledge that P = (T2, C(T1)) must always
be below C(t) and P ′ = (T3, C(T4)) must always be above
C(t) to estimate C(t). As depicted in Fig. 1, P or P ′ are
very close to C(t) if the delay is very small. Consequently,
if a packet encounters the minimum delay, the LP uses this
information to increase its precision. During the sync phase,
the master sends multicast messages to all slaves (sync path).
The sending moment in time is timestamped as T5 and the
receiving moment in time is timestamped as C(T6). Here, we
use the knowledge that P ′′ = (T5, C(T6)) must be above C(t).

Furthermore, SLMT applies a temperature compensation to
the slave clock. The benefit is as follows. LP can compensate
the probabilistic delay completely, if one point ((Ti, C(Ti))
is as close as y · dmin to C(t). Where dmin is the minimum
constant part of the packet delay. However, LP’s precision
decreases if the slave clock is nonlinear. Therefore, SLMT
linearizes the slave clock using a temperature compensation
in order to improve the results of the LP. The temperature
compensation is executed in parallel during the delay and
sync phase. If the slave cannot control its clock frequency, it
estimates a temperature compensated virtual clock C ′(t) and
the timestamps at the slave are taken with respect to C ′(t). 3

A. Problem Formulation and LP

SLMT can be described as follows. It tries to estimate
C(t) using T (t) as reference. Actually, it estimates C(t)’s

3The memory overhead is very low, as the slave only saves the offset
between its physical clock C(t) and its virtual clock C′(t).

t [s]
θ(0)

T1=T2-dsm T2 T3 T4=T3+dms

dsm

C(T1)
γdsm

P=(T2,C(T1))

C(T4)
γdms

P‘=(T3,C(T4))

T5 T6=T5+dms

C(T6)
γdms

P‘‘=(T5,C(T6))

T(t) = t

C(t) = γt + θ(0) 

Delay Phase Sync Phase

Fig. 1. Times at master T (t) and slave C(t) with the timestamps (Note: for
the sake of simplicity this Fig. shows the timestamps of only one period)

γ and θ(0). Therefore, we formulate the clock function de-
termination problem (CFD-P). For this, we use timestamps
C(Tn1 ), Tn2 , Tn3 , C(Tn4 ), Tn5 , C(Tn6 ), taken over N periods
with n ∈ [1, ..., N ], as constraints.

1) Delay Phase - Forward Path and Lower Bound, Reverse
Path and Upper Bound: As the first step of the delay phase
is similar to [3], [5], we skip a detailed description of the
estimation of flb(t) and fub(t), which are C(t)’s lower and
upper bounds.

2) Delay Phase - Estimation of C(t) and Propagation
Delay: Similar to [5], we estimate C(t) as Ĉdelay(t) using
flb(t) and fub(t) (cf. Eq. 4). The approach from [5] ends
here. In contrast, we use Ĉdelay(t) to estimate the minimum
delay between master and slave. More precisely, we estimate
the product γ · dminms that is its projection to the y-axis (cf.
Eq. 5 and 6).

γ̂delay =
α1 + α2

2
, θ̂delay(0) =

β1 + β2

2
(4)

Prev = {(T 1
3 , C(T 1

4 )), ..., (TN3 , C(TN4 ))} (5)

γ · dminms = min
(Tn

3 ,C(Tn
4 ))∈Prev

(C(Tn4 )− Ĉdelay(Tn3 )) (6)

By this, we use the set of constraint points from the reverse
path Prev and calculate the minimal difference between a point
in Prev and Ĉdelay(t) (cf. Fig. 1).

3) Sync Phase - Upper Bound: In the sync phase, we can
use multicasts and a one-way message exchange to estimate
C(t) again. Actually, we estimate a new upper bound for C(t)
and move it down by γ · dminms. The result of the LP is
Ĉsync(t) = γ̂sync · t+ θ̂sync(0), an estimation of C(t) (cf. Eq.
9). Therefore, the LP minimizes Eq. 8 under the constraints of
Eq. 7. This basically means that Ĉsync(t)+γ ·dminms should
be as close as possible to the constraint points (Tn5 , C(Tn6 )).

αTn5 + β ≤ C(Tn6 )− γ · dminms,∀n ∈ [1, ..., N ] (7)

f(α, β) =
N∑
n=1

(C(Tn6 )− γ · dminms)− (αTn5 + β) (8)

γ̂sync = α, θ̂sync(0) = β (9)

B. Temperature Compensation
For the temperature compensation, we apply two ap-

proaches. A complex approach using an IMM and the simple
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TCTS approach [13]. Basically, both are existing approaches
for temperature compensation. However, our novel idea is to
use them to calculate C ′(t), a linearized version of C(t).
The slave permanently compensates the temperature and takes
timestamps referring to C ′(t). However, these are processed
as described in the previous sections.

1) IMM-Mixed: We propose a combination of Yang10 [12]
and EACS [2] for an IMM-based temperature compensation
called IMM-Mixed. IMM-Mixed uses the temperature IMM
and structure of EACS. However, it uses the skew models of
Yang10, as they consider the time offset and skew. Moreover,
we propose using the measurement noise matrices from [9]
as they are more accurate. IMM-Mixed alone is a novel
synchronization approach. However, we do not evaluate it
individually without the LP due to limited space.

2) TSTC as Heuristic: The simple TCTS approach pro-
posed by [?], [13] is to measure (either offline or online) the
skew for a certain temperature and use this measurement value
to compensate C(t)’s skew.

V. CLOCK MODELS

In this section, we describe the realistic clock models used
for our evaluation. As we conducted numerical simulations,
the slave clock would be ideal by default. In order to achieve
realistic results, we implemented clock models that reproduce
the clock inaccuracies of real devices.

A. Random Walk Clock Model
Giorgi et al. proposed the random walk clock model in [9].

Here, the offset of the next clock tick θ(s + 1) is calculated
using the offset of this clock tick θ(s), the skew Γ(s), and
the clock step width Ttick. Additionally, wθ is a Gaussian
uncertainty at every offset iteration (e.g., a jitter of the clock
counter’s increment period). Similarly, the skew Γ(s + 1) is
calculated using the skew of this clock tick Γ(s) and wΓ,
which is a Gaussian uncertainty (e.g., a slow change in the
frequency that accumulates over time):

θ(s+ 1) = θ(s) + Γ(s) · Ttick + wθ(s) (10)
Γ(s+ 1) = Γ(s) + wΓ(s). (11)

B. Temperature Clock Model
We propose a new temperature clock model. Referring to

[2], the temperature is the most relevant reason for skew
changes. The offset calculation is similar to the random walk
clock model. However, we model the skew Γ(T ) as a function
of the temperature T and add a Gaussian uncertainty wΓ.

Γ(s+ 1) = Γ(T ) + wΓ(s) (12)

C. Temperature or Skew Compensation
As for the compensation of temperature (or skew, respec-

tively) introduced in Sec. IV-B, we can either correct the skew
or the offset to calculate C ′(t). 4 For offset correction, Eq. 10
changes as follows:

θ(s+ 1) = θ(s) + (Γ(s)− Γ̂(T )) · Ttick + wθ(s). (13)

4Simultaneously correcting skew and offset would be duplicative.

TABLE I
OVERVIEW OF ALL APPROACHES EXAMINED IN THE EVALUATION.

Abbreviation Description

SLMT Uses LP and multicasts (used with random walk
clock model)

SLMT-NTC SLMT without temperature compensation

SLMT-IMM SLMT using an IMM for temperature
compensation

SLMT-TH SLMT using TCTS as heuristic for temperature
compensation

PTP Precision Time Protocol
PTP-EF PTP with additional exponential filtering
PTP-Kalman [9] PTP with additional Kalman filtering
PTP-LP [3] PTP with additional linear programming
Yang10 [12] IMM for clock synchronization

EACS [2] IMM for clock synchronization using temperature
information

Here, Γ(T ) is the skew as a function of the temperature T and
Γ̂(T ) its estimation (e.g., given by TSTC or IMM-Mixed). For
skew correction, Eq. 12 changes as follows:

Γ(s+ 1) = Γ(T )− Γ̂(T ) + wΓ(s). (14)

VI. EVALUATION

Table I depicts an overview of all approaches examined in
the evaluation.

A. Methodology

We assume that the master and the slave are connected via
a switch and there is also an additional device that generates
background traffic. This device models the entire background
traffic in the network and can generate traffic even higher
than the wire speed. We used numerical simulation, conducted
every experiment 100 times, and calculated the mean syn-
chronization error (offset error) and the mean frequency error
(skew error). As synchronization period, we used one second
(i.e., default for PTP). As clock step width Ttick, we used
one millisecond. We varied the number of periods (or packets,
respectively) used for the delay and sync phase.

1) Clock stabilities: We used the clock models described
in Sec. V. For the random walk clock model, we used the
same values for wθ and wΓ as in [3], [9]. As shown in [3],
this results into Allan Variances measured on real devices.

For the temperature clock model, we used the temperature
skew correlation measured in [15]. For the experiments, we
change the temperature from 20°C to 50°C. Such temperature
changes where measured in [6], especially in case of fast
sunlight shade transitions in outdoor scenarios. As we evaluate
various numbers of periods, the simulated time tsim varies
and we scale the temperature track. The starting point of the
transition is at 0.3 · tsim and the terminal point at 0.7 · tsim.
As a consequence, a higher tsim leads to a slower temperature
change.

2) Delay Probabilities: Self-similar delay is realistic ac-
cording to [10]. This means that the probability distribution
looks similar on different time scales [10]. The calculation is
complex but similar to [3]. The delay of a packet delaypacket
equals to delayprop + delayq . Here, delayprop is constant.
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However, delayq is modelled as the time that is needed to
empty the queue after the arrival time of a packet tarrival:
delayq = flq(tarrival)/strans. To calculate queue fill level
flq(t) at a switch port, we used the self-similar packet arrival
time distribution from [10] and scaled it to a certain mean link
utilization. For this, we used a packet size of 800 Byte (mean
in [10]) and a transmission speed strans of 1 GBit/s (for GBit
Ethernet):

B. Evaluation Using the Random Walk Clock Model

Due to the limited space, we only show diagrams for a
relatively stable clock (HW clock, e.g., a hardware counter).
When using a less stable clock, the trends are similar and the
LP-based approaches are still better than the state-of-the-art
(SOTA) approaches. Nevertheless, the results of SLMT and
PTP-LP are not as good as for the HW clock, as the LP
struggles with nonlinear clocks.

For 10% mean link utilization, there are no major dif-
ferences between the approaches regarding the frequency
error (cf. Fig. 2). Regarding the synchronization error, the
approaches PTP-Kalman, PTP-LP, and SLMT perform much
better than PTP and PTP-EF (PTP with exponential filtering).

For 90% mean link utilization, the diagrams show that PTP-
LP and SLMT can achieve major improvements (cf. Fig. 2).
The reason is that LP is very robust to delay variations. PTP-
LP performs slightly better than SLMT, as it uses two-way uni-
casts and SLMT uses one-way multicasts for synchronization.
Consequently, PTP-LP can use more information to estimate
more precisely. However, SLMT’s one-way multicasts result
in much less overhead. There is one outlier for SLMT at 30
synchronization packets, as there is the rare case that C(t) is
too nonlinear to be estimated by the LP. However, this is not
a real drawback of SLMT, as it can simply use less packets
for the LP in this case. Especially, since the precision is stable
for more than 20 packets.

C. Evaluation Using the Temperature Clock Model

As LP struggles with nonlinear clocks, we propose a tem-
perature compensation and evaluate it using the temperature
clock model (cf. Fig. 3).

For 10% mean link utilization, PTP-LP performs compa-
rable to SLMT-WTC (SLMT without temperature compensa-
tion). The reason is, that both are comparable LP-based ap-
proaches without temperature compensation. However, SLMT-
IMM (using the IMM) and SLMT-TH (using the temperature
heuristic TCTS) perform much better, as they compensate
the temperature by linearizing the clock. SLMT-IMM and
SLMT-TH have a comparable performance, but SLMT-TH
performs even slightly better. The reasons are the different
skew measurement schemes and the corresponding response
times of the approaches. SLMT-TH measures the temperature
skew correlation offline. Note that we do not assume SLMT-
TH’s skew measurements to be perfect. Instead, we determined
the measurement uncertainty experimentally using self-similar
delay and 50% mean link utilization. However, SLMT-TH
can compensate the skew directly, if the temperature changes.

10 20 30 40
Number of Periods

10 7

10 6

10 5

Sync. Error [s]

10 20 30 40
Number of Periods

10 8

10 7

10 6

Freq. Error [s/s]

10 20 30 40
Number of Periods

10 6

10 5

10 4

10 3
Sync. Error [s]

10 20 30 40
Number of Periods

10 7

10 5

10 3
Freq. Error [s/s]

5 10 15 20 25 30 35 40
Number of Periods

10 8

10 7

10 6

Freq. Error [s/s]
SLMT
PTP

PTP-EF
PTP-Kalman

PTP-LP Yang10

Fig. 2. Results for random walk clock. The upper graphs are for 10% mean
link utilization and the lower for 90%.

In contrast, the IMM measures the skew online. As one
skew measurement needs two offset measurements (cf. Eq.
3), every online approach needs one synchronization period to
measure the skew and compensate it. To mitigate this, one can
reduce the synchronization period. 5 Considering the frequency
error, SLMT-IMM and SLMT-TH are less precise than other
approaches. The reason is, that the actual skew is zero due
to the temperature compensation. However, the LP tries to
estimate the actually still slightly nonlinear slave clock, which
leads to these errors. The more packets are used, the more C(t)
follows approx. a linear function and the precision of the LP
rises. In order to mitigate this, we can assume that the skew
is always zero due to the temperature compensation and let
SLMT-IMM or SLMT-TH compute the synchronization error.

For 90% mean link utilization, the diagram shows that
SLMT-TH achieves a much smaller error than all other ap-
proaches. The reason is that SLMT-TH can still linearize the
clock based on its offline measurements. In contrast, SLMT-
IMM’s IMM has serious problems as the skew estimations are
very inaccurate due to the high delay variations. As a result,
the slave clock function is distorted and not linearized.

D. Computational Complexity

Fig. 4 depicts the mean solving times for various ap-
proaches. Note that these solving times are very uncritical, as it
takes, e.g., 45 seconds to collect 45 packets, which is multiple
orders of magnitude larger than the solving time. Interestingly,

5The reason for the slightly increasing synchronization error after approx.
25 packets is as follows: a slower and longer temperature track leads to a
stronger nonlinearity of the slave clock, which is harder to compensate for.
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Fig. 3. Results for temperature clock. The upper graphs are for 10% mean
link utilization and the lower for 90%.
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Fig. 4. Computation time for various approaches.

the temperature compensated approaches are faster than the
ones without temperature compensation, as a linearized slave
clock results into a simpler LP.

VII. SUMMARY AND CONCLUSION

In this paper, we propose the SLMT approach that uses
linear programming, multicasts, and temperature compensa-
tion for clock synchronization. To the best of our knowledge,
SLMT is the first synchronization approach that combines
linear programming (LP) and one-way exchanges (or multi-
casts, respectively). Furthermore, to the best of our knowledge,
SLMP is the first synchronization approach that combines LP
and temperature compensation.

In an extensive evaluation and comparison to many SOTA
approaches, we show that SLMT outperforms the SOTA, es-
pecially under harsh conditions, e.g., temperature changes and
unknown non-negligible network delays. We can conclude the
following novel findings. Firstly, the combination of multicasts

and LP is possible and promising, as it reduces the overhead
traffic for synchronization compared to the traditional two-
way synchronization and only leads to minor reduction of
the precision. Secondly, also the combination of LP and
temperature compensation is possible and promising. We can
conclude that the temperature heuristic SLMT-TH is simple
and robust even under a high network load. In contrast, using
a complex IMM for temperature compensation works well
and without prior knowledge under low and medium network
loads. However, its precision is degrading under harsh network
conditions as Kalman filters cannot compensate the non-
Gaussian delay uncertainties that lead to skew measurement
errors.

SLMT is an algorithmic approach. An implementation is
possible in hardware or software. Furthermore, a hybrid ver-
sion might be interesting using PTP’s hardware timestamps
and computing the LP as well as the temperature compen-
sation in software. Moreover, we consider the combination of
temperature compensation and LP also as a valuable extension
to PTP or PTP-LP [3], respectively.
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